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PIPELINE SIGNAL PROCESSING WITH HIGH RESOLUTION
IN BOTH TIME AND FREQUENCY DOMAINS

An algorithm for real time signal processing with high accuracy of determining both frequency and time characteristics
of RF signals is proposed. The algorithm provides frequency resolution through FFT processing and pulse width measurement
in time domain. The algorithm is developed for real-time systems, for example in laboratory measurement devices or in radio-

emission monitoring applications.
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1. Introduction

In this paper, we consider the problem of real-time,
high-resolution measurements of characteristics of
signals observed in a wide frequency range. The sig-
nal characteristics to be measured include the central
frequency, spectrum width, pulse width, time of arri-
val, amplitude. These characteristics are assumed
to be measured with high resolution in both time and
frequency domains. Such a problem is typical for ra-
dars, communication, astronomy and electronic war-
fare systems [1, 2].

The major difficulty of the problem is the necessi-
ty to measure pulse characteristics in real time by
processing large dataflow. This makes problematic
using recursive methods of analysis or methods which
require storing large prehistory of the analyzed signal.
The above limitations call for the usage of a pipeline
signal processing approach.

As arule, signal processing in wideband receivers
is implemented using bank filters [3—5], that allows
reducing the analysis of a wide frequency range to
parallel analysis of several narrow frequency bands.
In earlier systems, both filter banks and the con-
sequent measurement circuits were analogous [1].
As the capabilities of available ADCs and processing
boards were growing, it became possible to use di-
gital processing: first, for narrow-band signal pro-
cessing, then for filter bank implementation. In digital
implementation, the filter banks are often implemen-
ted through FFT of frames of the input signal [4, 5].

In designing a system based on a filter bank, one
has to choose the pass-band of a single filter. This
usually leads to a compromise between accuracy of
frequency measurement and accuracy of pulse width
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measurement. On the one hand, decreasing the pass
band allows for better frequency resolution and
higher signal-to-noise ratio (SNR) values, on the
other hand, narrower filters have wider pulse re-
sponses, which decreases accuracy of time mea-
surement. Different solutions have been proposed to
solve this problem.

In paper [6], the authors propose to use a wide
pass-band, suitable for the shortest pulses, and then
increase the SNR through non-coherent accumula-
tion in time. They calculate two or three versions of
measurement with different non-coherent accumula-
tion duration. After that, by comparing these mea-
surements, it is possible to estimate which of them
is more accurate.

One of the methods used to measure the central
frequency with less error than the resolution of the
filter bank is by differentiation of the phase of the
detected signal. An example of application of this
method can be found in [4].

In our work, we propose the following solutions
for enhancing the accuracy of pulse width and cen-
tral frequency measurement. First, the central fre-
quency is calculated through integration in frequency
domain, that makes the frequency measurement er-
ror less than a single filter pass-band. Second, the
frequency bins that satisfy detection criteria are fed
to iFFT to convert the signal back to the time-domain
(however, with less noise due to narrower bandwidth),
that allows measuring the pulse width with better
accuracy.

The paper is organized as follows. In Section 2,
we formulate the problem. In Section 3, we give
definitions of the pulse characteristics that are used
in this work. In Section 4, a general structure of the
developed algorithm is given. Section 5 describes in
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more detail the spectrums calculations and distribu-
tion of data between the signal-following channels.
Section 6 contains a detailed description of the
signal-following channel structure. Conclusions are
given in Section 7.

2. Problem Formulation

We assume that signals observed in a wide frequency
band are digitized at some sampling frequency F,,
resulting in a sequence of real values x,, where n
is the sample number. We assume that, generally,
the signals are a mixture of pulsed signals, continuous
wave signals, and random Gaussian noises. Our task
is to determine characteristics of continuous wave and
pulsed signals. Also, we assume that pulses should be
measured individually.

We consider the case when both frequency and
temporal characteristics of the signals have to be
measured with high accuracy in the sense that

607 <], 1)

where o, and o, are root mean square errors of
the corresponding frequency and temporal measu-
rements.

Development of the discussed approach to the
signal characteristics measurements was initiated by
the necessity of developing a digital receiver with a
1 GHz frequency band. Other requirements were:
pulse widths from 50 ns thru 5 ms, minimal pulse
repetition interval of 1 us, accuracy of the central
frequency measurement of 0.5 MHz, pulse width
measurement error lower than 25 ns, pulse of arrival
measurement error less than 25 ns.

For the above specifications, the condition (1) reads

6,0, =1 MHz-25 ns =0.025 < 1.

For the planed ADC with the bit depth of 10 bits
and the sampling frequency of 2.5 GHz, the dataflow
is as high as 25 gigabits per second. Processing of
such data flows is possible by using modern FPGA.
However, in order to weaken the requirements to
such hardware realization, efficient pipeline proces-
sing algorithms should be proposed.

3. Definition of Pulse Parameters

In real-world applications, pulse envelope is not strictly
rectangular. Therefore, there are different ways to
determine the pulse width. One of the widely used
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definitions of pulse width is duration of time when an
instant value of the video pulse is higher than 0.9 of
the peak value. This definition is not convenient for
real-time measurements because, in order to deter-
mine whether a pulse has started, we need to know
the peak value, and the peak has not yet occurred.
Practically, this problem can be solved by using the
delay lines. However, the delay should be longer than
the largest expected pulse width, and when the range
of the observed pulse widths is expected to be large
(several orders of magnitude), digital implementation
of delay requires more memory than is available in
the current processing boards. Also, this definition is
not suitable for pulses having complex envelopes.

Another definition of pulse width is using a thre-
shold related to the noise level. This definition can be
easily implemented in a real-time system. However,
it has an essential drawback: for pulses with large
rise and fall times, the measured value depends on
the SNR value. According to this definition, two pulses
with the same envelope but with different amplitude
have different pulse widths.

To overcome the mentioned problems we use a
pulse width definition which is based on integral cha-
racteristics of pulse:

1. Pulse mid-time ¢,

fy=4—, )

where p(¢) is instant value of signal power, while ¢,
and ¢, limit the time during which the instant power
was higher than the detection threshold. Basically, (2)
is averaging of time using the instant value of signal
power as a weighting function.

2. Pulse width T,

tli

)

As is seen from the equation, we define the pulse
width as variance of time, again, using the instant value
of signal power as a weighting function. Introduction
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of the coefficient 2+/3 was necessary to provide
for the case of rectangular pulses coincidence of the
pulse value defined as (3) with other pulse width
definitions.

3. Central frequency f,,

[ endr

= . 4
U [Pndf @
Definition of the central frequency is similar to that of
pulse mid-time, except for the integration being
performed in the frequency domain, and the power
spectral density P(f) being used as a weighting
function.
4. Spectrum width Af,

[(r=1) PO

A =23
[P

Spectrum width definition is similar to that of pulse
width, except for the integration being performed in
the frequency domain, and the power spectral density
P(f) being used as a weighting function.

The above definitions are convenient because they
are applicable to pulses with arbitrary envelopes and
they can be implemented in real-time signal processing.

4. General Structure of the Algorithm

Before delving into details of the data processing algo-
rithm, consider its general structure showed in Fig. 1.

The first stage of processing the x, data, coming
from the ADC, is their reorganization into frames
and calculation of spectrum F;, for each frame.
Hereinafter, index i is the frame number, and index
k is the number of the frequency bin.

Calculation of spectra is necessary to solve the
following tasks: measuring of the central frequency;
separation of pulses which overlap in time domain
but do not overlap in frequency domain; dynamic
adaptation of the processed frequency bandwidth
corresponding to the analyzed pulse spectrum in or-
der to increase SNR.

The next step of data processing is detection. The
signal power is compared with frequency dependent
threshold values. The threshold values are calculated
using the spectra statistical analysis.

Then the data are fed to several parallel pulse-
following channels. Several channels are necessary
to analyze several pulses overlapping in time domain.
A pulse-following channel performs calculations in
both frequency and time domains, and, when the pulse
1s over, calculates its characteristics and sends them
either to an external processing module or to a re-
cording system.

5. Spectra Calculation and Marking
5.1. Calculation of Spectra

Let us consider the spectrum calculation in detail. The
first step is rearranging the ADC data x, into fra-
mes x;; of 2N samples. Index i denotes the frame
number and index / denotes sample number within
a frame.

In order to decrease the side-lobes of long pulses
and to increase the accuracy of frequency mea-
surement, the frames are multiplied by a window
function. Accounting for the fact that in the following
steps of processing we need a possibility to restore
the signal from several frames, the frames are over-
lapping by 50 % of their length, while the window
function w, should satisfy the following:
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Time-domain
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Fig. 1. General structure of the algorithm
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w+w,y =1.

The results within this work were obtained by using
the Hann window

)

Whereas the effect of windowing on the side-
lobes level and frequency resolution is well known,
the effect on the accuracy of central frequency
measurement is less known. In Fig. 2 one can find a
comparison of central frequency measurement error
(when measurement is made according to (4)) for
rectangular and Hann windows. As is seen from the
Figure, the Hann window allows for much more
accurate measurement; for the most part of the an-
alyzed bandwidth, the error value becomes smaller
than a frequency bin.

Mathematically, separation of the ADC data into
frames is described as

! —
Xig = XinuWps

where for each i-th frame, the / index varies through
Oto 2N —-1.

After applying the window function, the spectrum
F,; is calculated for each frame:
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Fig. 2. Influence of the weighting function on the frequency
measurement accuracy
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In order to decrease the computation time, 2N real
values are transformed into N complex values. Then, an
intermediate spectrum G, ; is calculated through FFT,

2nl'k
—J

N-1
_ ' ot N
Gi,k = Z (xi,2l' + X2 )e >
=0

and then the needed spectrum F;, is calculated from
the intermediate one,

1 .k

: 5(Gu=Gi)e

=G+ G )+

where asterisk denotes complex conjugation.
This scheme of spectrum calculation requires FFT
length of N instead of 2N.

5.2. Detection

If the power in k-th frequency bin (p} = Fka*) is
higher than the corresponding threshold value thr,,
we assume that the frequency bin contains an artifi-
cial signal or a part of it.

For convenience of the following processing, the
frequency bins with signal power below the detection
threshold are zeroed. This effectively narrows the
frequency bandwidth of the signal in the following
stages of processing.

The main problem in the detection stage is auto-
matic calculation of the detection threshold values
thr,. To solve this problem, we analyze statistical
properties of the power in each frequency bin. Namely,
we calculate the following values:

pl = <p,f> is the average value of p; ;

p,f’ :<‘ pf - p,fVD is the average absolute value

of difference between power and its average value.

Now consider the relation between these values
for two special cases.

Case 1. The signal is random with Gaussian distri-
bution of its instant values (noise).

It can be showed that in case of analogous signal,

D
P _2 0736
e

the above values are related as YT

Pk
However, in a real system containing ADC, this val-

ue can be slightly different.
Case 2. Large SNR value.
If the SNR value is so large that the presence of

D
noise can be neglected, % =2(1-D), where D is
3
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a duty factor. Therefore, for pulsed signals with small
duty factor this value converges to 2, while for pulse
signals with large duty factor it converges to 0.

D
P /’1‘ ratio are charac-

Thus, different values of

k
teristic to different types of signals, and by analyzing

the value of this ratio for a frequency bin it is possible
to guess the type of signal within this bin and use this
knowledge when calculating the detection threshold.
We have treated differently three situations:

D
1 L
k

<0.7.

In this case we assume that the signal either has
constant amplitude, or is a pulse signal with duty factor
larger than 0.9. The threshold value was set several
decibels below the average value of power, so that
the signal was detected.

D
2) 0.7<L_<10.
k

In this case, we assume that the signal is either a noise
or a mixture of noise with short pulses with the average
power of these pulses being smaller than the average
power of noise. In this case, the noise power was
considered to be equal to p;'”, and the threshold value
was set so that the false alarm rate was below the
demanded value.

D
3) Pk_>q.

"
In this case, we assume that the signal is a sequence
of pulses with duty factor less than 0.3. The threshold
value was set by interpolation of the values calculated
for the bins with other types of signal.

5.3. Distribution of the Frequency Bins
Between the Signal-Following Channels

The frequency bins which have passed the detection
threshold are distributed between the pulse-following
channels. During the distribution, it is taken into ac-

count that short pulses or short rise and fall times
of pulses can have side-lobes. Also, the previous
spectra are taken into account: if the same frequency
bins have passed the detection threshold in several
subsequent spectra, these frequency bins are distri-
buted to the same pulse-following channel. If there
are several different pulses detected in the same spec-
trum then the corresponding frequency bins are dis-
tributed to different channels.

6. Signal-Following Channel

The general block-diagram of a pulse-following chan-
nel is given in Fig. 3. First, a frequency-domain ana-
lysis is made. Then, the data are converted to time
domain. Then, time-domain analysis is made. When
the last frame of the pulse is analyzed, the pulse cha-
racteristics are calculated.

6.1. Spectrum Analysis

The calculations in the frequency domain are inter-
mediate in calculation of the central frequency of the
pulse and the pulse bandwidth. Namely, the following
three sums are calculated:

S=ZZB/~
ik
SFZZkaEk’
ik
SF2:ZZﬁc23ka
ik

where i is the spectrum number, B, =F; -F:k is
power in the k-th sample of the i-th spectrum, f, is
the frequency corresponding to the k-th sample of
the spectrum. By index i, the summing is performed
along all the frames containing the analyzed pulse. By
index k, the summing is performed along the frequen-
cy bins that were distributed to this pulse-following

channel.

6.2. Transition to Time Domain

The first step of transition to time domain is performed
through discrete Fourier transformation:

Spectrum | o jppp

analysis

Calculation of

Time-domain
pulse

analysis > .
Y characteristics

Fig. 3. General structure of a frequency-following channel
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2kl

N-1 ;
! _ - N
Zi = ZE’,ke .

k=0

The resulting frames z;, are not the same as the
original frames x{,. First, they are N complex values
rather than 2N real ones. Second, due to processing
in the frequency domain they have less noise and
contain only one pulse even if originally there were
two pulses at different frequencies.

The next step of transition to time domain is com-
bining of the overlapping frames into a single se-
quence: first half of the current frame is summed
with the second half of the previous frame, while the
second half of the current frame is stored for sum-
ming with the next one. Thus, we arrive at

o + '
ZiNI2+l = ZigeNj2 T 2o

where z, isacomplex signal in time domain with the
sampling frequency of F,/2, and index [ is varied
from 0 through N/2—-1 for each i-th frame.

6.3. Time-Domain Analysis

In the time domain the following sums are calculated:

iN/24N/2-1
S'= Pas
n=iN/2
iN/24N/2-1
ST = tnpn >
n=iN/2
N2
STZ = tn pn >
n=iN/2
iNJ24N/2-1
2
Spy = Prs
n=iN/2

where ¢, is the time corresponding to the n-th sam-
ple of the signal in time domain, # varies along all the
samples related to the analyzed pulse, p, =z,z, is
instant power at the n-th sample.

6.4. Calculation of Pulse Characteristics

If, during the time-domain analysis, all the samples of
a frame are zeroes, the pulse is considered to be over.
In this case, the next step of signal analysis is calcula-
tion of the pulse characteristics:

Sk

average frequency f R
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bandwidth ~ Af =243 %—f(f,

pulse mid-time t :%,
. \/_ STz 2
pulse width T=23- 5 15,
average power within the pulse P, = %,

When the above calculations are complete, the
characteristics are sent to the recording system or to
an external device. Then, the pulse-following chan-
nel is free for analysis of another pulse.

7. Testing Results

In order to verify the algorithm performance, the ADC
data were numerically simulated. The following pa-
rameters were used:

ADC resolution 8 bit;

Sampling frequency 2.2 GHz;

Type of pulses rectangular, no modulation;
Pulse width 50-5000 ns;

Carrier frequencies  1.2-2.1 GHz;

SNR values 10 and 25 dB.

The frame length was 232.7 ns (512 samples), there-
fore, each frequency bin had a bandwidth of 4.3 MHz.
In Fig. 4 one can find root mean square error of
central frequency calculation plotted versus pulse
width for two different values of SNR. As is seen in
this figure, the error never exceeds 1 MHz, that is
several times less than a frequency bin bandwidth.
In Fig. 5, one can find root mean square error of
pulse width calculation for two different values of SNR.
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Fig. 4. Frequency measurement accuracy
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Fig. 5. Pulse width measurement accuracy

As is seen in this figure, even the worst values of
the error are a few times smaller than the frame
length.

Therefore, in the proposed algorithm, the accura-
cy of estimation of temporal characteristics is not
limited by the frame length, while that of frequency
characteristics is not limited by the frequency bin
bandwidth.

8. Conclusions

An algorithm for measurement of pulse characteris-
tics has been developed. The algorithm can be used
in real-time signal processing systems. The distinc-
tive feature of the algorithm is making both frequency
and time domain analysis. The algorithm can be used
in laboratory measurement devices or in radio-emis-
sion monitoring applications, too.
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C. B. Cocnuyxuii, /{. M. Bagpus

Pamnoactponomuueckuii uactutyT HAH Yipaunsl,
yi. KpacHozHameHHas, 4, . XappkoB, 61002, Ykpauna

KOHBEMWEPHASI OBPABOTKA CUTHAJIOB
C BBICOKOM TOYHOCTBIO U3MEPEHU
B YACTOTHOM 1 BPEMEHHOM OBJIACTSIX

Ipemnaraercst aaropuT™M 00pabOTKH CHTHAIOB B PEAlbHOM
BpPEMEHH, IIpeJHa3HaYCHHBIH IS ONPE/IeNICHUs] XapaKTepHcC-
THK CUTHAJIA C BBICOKOW TOYHOCTBIO OJJHOBPEMEHHO B YaCTOT-
HOIi 1 BpeMEHHO# 00nacTsix. YacToTHOE pa3peleHne ooeceyn-
BAETCs 3a CUYET HMCIIOJIB30BaHUS OBICTPOTO MpPeoOpa3oBaHU
®yphbe, a U3MEpEHHUE JTMHBI UMITYJIbCa IIPOUCXOIUT BO Bpe-
MEHHOHM 00JacTH. ANTOpUTM pa3paboTaH ISl HCHOJB30Ba-
HUS B CHCTEMax pPealbHOrO BPEMEHH, Halpumep, B abopa-
TOPHOH U3MEPHUTEIBHON arnmnaparype Wid A MOHUTOPUHTa
pamuosdupa.

C. B. Cocnuywkuii, /[. M. Bagpis

Panioactponomiunuii inctutyt HAH Ykpainuy,
Byn1. UepBoHOMpanopHa, 4, M. Xapkis, 61002, Ykpaina

KOHBEE€PHA OBPOBKA CHUT'HAJIIB 3 BUCOKOIO
TOYHICTIO BUMIPIOBAHHS B YACTOTHIN
TA YACOBIU OBJIACTAX

[IpononyeThCst anropuT™M 0OpOOKH CUTHANIB Y peabHOMY
qaci 3 METOI0 BH3HAUCHHS XapaKTEPHCTHK CHTHAIY 3 BHCO-
KOIO TOYHICTIO BOAHOYAC Y YacTOTHIHM Ta 4acoBii oOyacTsX.
YacToTHa pO3AINBHICTH 3a0€31e4y€eThCs BUKOPUCTAHHIM
LIBUAKOTO NepeTBopeHHs Pyp’e, a TOBKHHA IMIYIbCY BH-
MIPIOEThCS Y 4acoBili 00macTi. AJIropuT™M po3po0JIeHO IS
BHUKOPHCTAHHS B CUCTEMAaX PEaIbHOTO Yacy, HAPUKIIaJ, B Jla-
OopaTopHiii BUMIpIOBaIIbHII ammapatypi abo 1T MOHITOPHHTY
panioedipy.
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