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Subpixel Detection of Spectrum Images by Photodiode Structures
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The present paper is devoted to the issues of enhancing the photometer’s resolving power when the
spectrum images are detected by linear image sensors on emission spectrometers. Here we focus our
attention on the case where the size of a photodiode structure pixel exceeds the width of the point-spread
function of an optical device. It is shown that a combination of the parallel detection of all points of an
image with its successive shift relative to a recording structure ensures proper recording of thus obtained
image, hence the optical section of the device with an arbitrarily large sensor pixel having no loss of
resolution. The problem pertaining to measurement data handling reduces to finding a solution to the
inconsistent set of linear equations. An algorithm is suggested for solving the derived system of equa-
tions. The results illustrating the operation of this particular algorithm are herewith shown.

Introduction

Optical image sensors offer a certain set of
parameters. In terms of the specific problem
to be solved a set of parameters is likely to
be variable. Specifically it includes resolution,
photometric accuracy, speed of response, etc.
In most cases the performance quality of ima-
ging optical system is evaluated by its resolving
power. The optical system resolution is deter-
mined by its point-spread function, which is a
sort of the system’s response to the d-like ef-
fect at the input. For an optical device this ef-
fect is produced by a signal from a point source.
The dimensions and shape of the point source
image are largely dependent upon the diffrac-
tion phenomena at the device’s aperture, opti-
cal aberrations, sensor resolution and other
factors. The space resolution of image sensors
is primarily determined by the dimensions of an
elementary detecting cell. For the case of pho-
tographic plate, the role of an elementary cell is
played by the size of the photo-emulsion grain,
whereas for the linear image sensors and ma-
trices — by a photodiode element (pixel). The
typical dimensions of the photo-emulsion grain
and the pixels of solid-state charge-coupled

© A. Yegorov, V. Yegorov, S. Yegorov, 2009

devices (CCD) are about the same order and
equal to ~10 mm. Therefore a transition from
photographic recording to the CCDs was not
followed by a noticeable change in resolution.
The fact that photo-materials used in photo-
and movie cameras are being rapidly replaced
by the CCDs and fall into disuse strongly sug-
gests that these latter are convenient in ser-
vice, operationally capable of being quickly
readjusted, computer-compatible, and in the end
they do offer lots of advantages [1, 2, 3].
By now, neither a widespread photo-emulsion
nor mass-produced CCDs are capable of pro-
viding a resolution limit of light-gathering op-
tics. The stronger the aperture ratio of the feed-
ing optics is, the smaller is the diffraction image
size of a luminous point [4]. For instance, with
an instrument aperture ratio equal to 1 this size
is on the order of an optical wavelength mag-
nitude. For a visible spectrum it will be around
0.5 um, while for the ultraviolet it will accor-
dingly be several times smaller. The simplest
way of tackling this problem is to reduce the pixel
size at least by an order of magnitude, in which
case a great many technological difficulties are bound
to arise. Hence, some alternative methods are
to be found to deal with the above problem.
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1. Treatment of the Problem
in a Spectral Representation

One of the ways to enhance the detector’s
resolving power is, e. g., optimum filtering based
upon the deconvolution filter that provides for
the rise in upper space frequencies. Note that
the greater is the signal-to-noise ratio within the
frequency range of interest, the stronger is the
effect produced by this particular filter. As a
result, this type of a filter cannot reconstruct
those portions of the spectrum of the signal to be
recorded, where the transfer function of the
sensor gets nulled.

To estimate the efficiency of this type of filte-
ring, consider the transfer function of a linear
image sensor whose pixel size is equal to w. In
this one-dimensional case, the module of Fourier
transform can be regarded as a sensor transfer
function of the sensitivity distribution along a pixel.
Once the sensitivity is uniform (constant), it can
be graphically shown as a rectangular pulse with
perfectly steep edges. The Fourier transform mod-
ule G(k) of such a pulse is that of function
sin(mwk)/mwk (see curve 1 in Fig. 1 on a logarith-
mic scale, £ means relative spatial frequency).

Just for comparison, in the same figure shown
is curve 2 for the Fourier transform of a flat-edge
bell-shaped pulse. A Gaussian pulse was modeled
by an exponential normal-distribution function with
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Fig. 1. The transfer function G(k) of the sensor with
a rectangular (1) and bell-shaped (2) sensitivity
distribution along a pixel

a unit amplitude and a half-width of ~0.4 w . The
width is specified by normalization conditions so
that an area beneath the Gaussian and rectangu-
lar pulses is the same. As evident from the com-
parison, the transfer function behavior for these
two cases is tangibly different. The module of the
sensor transfer characteristic in the high-space
frequency range for curve 1 is on many orders of
magnitude higher than that for curve 2. This dif-
ference gives good reason to expect that (in view
of the case of curve 1), as signal-to-noise ratios
are large, the sub-pixel resolution can certainly be
achieved through the use of the appropriate data
handling procedure. The great drawback of the
relationship shown by curve 1 are the dips on
some of space frequencies. This property is in-
herent to a sensor whose regular structure
is composed of similar-in-type photodiode ele-
ments. In some instances, a photographic plate
has a texture in which the size of a grain and
solid-state image sensor pixel, on the average,
identical. This may produce a more informative
image than a photodiode structure can, which is
caused by a certain spread in the size of photo-
emulsion grains and their random arrangement.
This is more pronounced in recording one-dimen-
sional objects, in particular, spectra [5]. In Fig. 2
curve 1 corresponds to an averaged module of
the transfer function of the sensor whose pixels
differ in size (a width 0.6w, 1w and 1.4 w).
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Fig. 2. Comparative characteristics of the transfer func-
tion of the sensor whose pixels are of different (1) and
similar (2) size. Scale of the axes being similar to Fig. 1
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Fig. 2 indicates that oscillations of the total trans-
fer characteristic of this sensor are substantially
attenuated as against the sensor whose pixels are
of the same size with a half-width w (curve 2)
smoother curve can be plotted by adding to the
variety of values of pixel half-width. In practice,
this type a sensor could well be made feasible by
splitting a luminous flux into parallel beams and
recording one and the same image with the aid of
several sensors having different pixel dimensions.
A similar effect can be produced by the imaging
cameras of the same kind which are fitted with
optical channels of different magnification. Both of
these variants lead to significant sophistication of
photo-detecting equipment. The hardware realiza-
tion of this technique appears to be more simplified
in a sequential variant, which can only be utilized
for time-independent images.

Essentially, the sequential variant implies that,
as an optical image is being detected by a multi-
channel detector, this image is shifted with re-
spect to the image sensor pixels. This method
was referred to in [6] where a description was
given of using it during the photometric spectral
measurements, i. €. for a one-dimensional case.
A transition to a two-dimensional image does not
offer any crucial distinctions.

We have also followed this particular method
for the one-dimensional case when imaging emis-
sion spectra. On frequent occasions, a signal in
a high-transmission emission spectrometer is con-
siderably higher than the sensor’s dark current. In
this connection, a sufficient photometric accuracy
is achieved through short-term single exposures
on the order of 0.1 s. Yet, as a specimen under
study undergoes slow heating and evaporation, the
overall measurement period needs to be substan-
tially extended, occasionally, up to several minutes.
Thus, in most cases the spectral measurement time
involves a set of N-single exposures. We suggest
that each of the N exposures be made after the
spectrum has been shifted by a 1/N width of
a pixel. Technically, this procedure is quite feasible,
e. g., by turning a plane-parallel plate mounted right
behind the spectrograph slit. In this case using the
spectral curve allows to get the counts-off whose
number will be N times greater than that usual.
The shifting of the spectrum relative to a linear
image sensor just within a single pixel during suc-
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cessive exposures not only improves the photomet-
ric accuracy, as the measurement data are being
properly handled, but also makes it possible for the
spectral device to take the full advantage of its
entire resolving power even if that device offers
relatively wide pixels of a detecting linear image
sensor. In a number of cases, this additional poten-
tial of the system may even prove to be more use-
ful than the photometric accuracy itself.

2. Treatment of the Problem
in a Coordinate Representation

In [6], we have earlier referred to, no description
is given of an algorithm for solving this particular
problem. In searching for an adequate algorithm
we have been looking into the inherent potentialities
of utilizing spectral and coordinate representation
of a signal. In our specific case, the signal is an
irregular sequence of peaks against the dark current
and other photodetector noise. The shape of the
peaks is governed by intensity distribution within
a spectral line. As the spectrometer optical unit res-
olution increases, the above shape of the peaks tends
to a O-function. The d-like signal has a wide spec-
trum that decreases with frequency. In our instance,
the noise can be considered as white. Therefore the
signal-to-noise ratio in a HF region tends to diminish.
In order to solve a number of spectrometric prob-
lems we have employed an algorithm whose essen-
tial features can be appreciated from the following
simplified examination. Let two data files (obtained
while shifting a linear image sensor by a pixel half-
width) be sequentially recorded. Here we have the
case where N =2. The whole problem is to find
an array of a doubled length, which corresponds
to the double resolution of the linear image sensor.
The solution to this problem is found in terms of a set
of linear equations like:

M-X =B, (1)
110.....000
011.....000
where M =] ....ccuee..... ,
000.....110
000.....011

79



A. Yegorov, V. Yegorov, and S. Yegorov

X is the sought vector, B is the measurement
data vector.

In vector B the even and odd components
are related to two exposures taken as the linear
image sensor is shifted by a pixel half-width.
If the half-width of the line is considerably smaller
than that of a pixel, then it is not improbable that
the resolving power might be increased many times
ever rather than twice as much. In this case N
is set equal to a greater number than 2 and, ac-
cordingly, a quantity of unities in the rows of matrix
M tends to grow.

It should be noted that system (1) is undefined
even though noises are unavailable, because the
number of unknowns is always greater by one than
that of equations. However, this difficulty can be
overcome through the use of numerous a priori
data provided by spectral measurements. This sit-
uation allows writing additional equations and find
a correct solution to the system. If the half-width
of a spectral line is well smaller than the pixel
width, then the resolving power might as well be
raised by several folds rather than by a factor of 2
only. One of the conceivable versions of a priori
data can be afforded by the magnitudes of the
spectral curve in the gaps between the above lines.
In general an emission spectrum tends to exhibit
a wavelength-dependent (A-dependent) non-uni-
form distribution of spectral density (Fig. 3). This
is one realization of the TMH lamp spectrum.

In between the spectral lines the curve for the
wavelength-dependent luminous flux intensity for
the emission spectrum is relatively flat. In this case,

I(n)

I ﬂ

300 100 500 600 n

Fig. 3. Atomic emission spectrum I(n) of gas-discharge
tube, n is the number of a pixel of a recording linear
image sensor
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the entire spectrum can be broken down into the
areas whose beginnings and ends lie in the domains
between the spectral lines. Using the interpolation
formula in these domains yields small errors for
interpolated values, which can be employed as
a priori data. Given the value of the function
is assigned at both ends of the measuring interval
we arrive at the overdetermined sets of equations
whose matrices assume the following form:

1000.....0000
1100.....0000
M 0110.....0000 . 2
0000.....0011
0000.....0001

With a redundant number of equations it would
be advisable to seek an adequate solution with a
least-squares procedure [7, 8]. In this case the
problem is to find a solution to the following system:

M- M-X=M"-B, (3)

where the upper index 7" denotes the transposition
of matrix M.
For the case (2) matrix M” - M is written as:

2100....0000
1210....0000
MT-M=|0121...0000 |. “4)
0000....0012

For large spectrum portions the dimensionality of
M runs up to several thousands. However, as this
particular matrix is of co-diagonal type, the sys-
tem in question is solved with no difficulties what-
soever. It is easy to make sure that the numerical
value of the determinant of the square matrix (4)
of size mxm always is equal to m+1. With the
proviso that

Pagnodusuka u pammoactponomus, 2009, . 14, Nel



Subpixel Detection of Spectrum Images by Photodiode Structures

b=M"-B,

the components of vector » will make the sum
of two adjacent components of vector B:

bi =B+ B,

Using the above designations the solution of sys-
tem (3) can be given as:

1

X=W~K-b, 5)

where the matrix of coefficients K, which can be
referred to as weighting ones, is formed using the
mathematico-deductive method with no computa-
tional procedures whatsoever. As an example, for
the set of equations with four unknowns we have:

4 3 2 -l
-3 6 4 2
K= .
2 4 6 3
-1 2 -3 4

As regards the sets of equations with other m,
matrix K has a different dimensionality and other
values of the elements. However, in spite of this
the common properties they share are as follows:

1) matrix K regardless of its dimensionality
is symmetric with respect to the diagonal;

2) the magnitude of the elements is linearly
decreasing to the modulus with an increase in
distance from the diagonal element;

3) along the rows and the columns there oc-
curs an alternating sequence.

The above-mentioned common properties will
suffice for generating matrix K of any dimension-
ality. This strategy allows the fast algorithm to be
implemented in solving this particular problem.

Moreover, the computational difficulties over
solving equation (3) are substantially reduced when
splitting the spectrum interval to be reconstructed
into a set of areas “jointed” by their ends. In cal-

culating the values of the components of vector X
from expression (5), a row of matrix K is multiplied
by vector b derived from measurement data. Owing
to the second property of matrix K a maximal con-
tribution to value X, is made by i-th and (i 1) -th
elements of the measurement data vector. The data
from measuring vector B; with indices i+2,

i£3, ... have a slight impact upon value X,. For
the same reason the impact of the noise compo-
nent vector b is likewise insignificant.

3. Experimental Results

The algorithm described enables one to arrive
at an accurate solution in the case where the
noise is nonexistent and the transfer function of
the measuring system remains unchanged for two
successive exposures. In the real experimental
environments it is quite a challenge to provide for
steady-state regimes. What is more, the noises
are, in fact, apt to provide non-recurrent data.
This gives rise to the oscillation of vector X, which
is similar to the one described in [9], where diffe-
rent smoothing procedures for suppressing those
oscillations are suggested.

We have made use of this algorithm for a two-
fold definition of the spectrum image using the
experimental setup comprising of the ISP-51
spectrograph and a recording system based upon
the ILX511 multi-cell sensor (SONY company)
whose pixel width is 14 um. The spectrogtaph has
an aperture ratio of 1:5.5. It can be used to provide
an image of a glowing spot 6.6 um in diameter the
diffraction limit for a 0.5 um light wave. This diam-
eter is two time smaller than the pixel size of multi-
cell sensor ILX511. To shift the spectrum image
relative to photodetector, a plane-parallel quarz plate
of ~2 mm thick was placed in between the slit and
collimator of spectrograph in close proximity to the
slit. This plate was rotated in the exposure latitudes
with a spacing of around 4-107 radian. With this
plate rotation a spectrum image was displaced by
an amount nearly equal to the tenth fraction of the
pixel width. In this way the number of samples we
had obtained on the spectrogram was on the order
greater than was considered to be the case. In
preprocessing an already recorded array the mea-
sured data were subjected to smoothing out and
normalizing. Using the smoothed-out spectrogram
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a series of averaged values was derived with a
spacing strictly equal to the half of the pixel width.

Fig. 4 shows a scaled-up fragment of the spec-
trum shown in Fig. 3 on the interval between the
357-th and 398-th pixel.

Fig. 5 shows the same fragment with a dou-
bled resolution as obtained by the effect of the
algorithm described above.

I(n)

L3

0 n-357

Fig. 4. The fragment of the spectrum shown in Fig. 3
prior to its processing. Scale of the axes being similar
to Fig. 3

L 1 L 1

Fig. 5. The result from processing the measurement
data. X, and r are the array and number of the
processed data

4. Conclusions

The comparison between the initial and pro-
cessed graphic data illustrated in Fig. 4 and Fig. 5
is a convincing proof of the merit of our approach
to the problem of subpixel resolution in spectral
investigations. This allows to get rid of the inter-
fering impact of adjacent spectral lines and obvia-
te an adverse phase effect in photometric mea-
surements of spectra. This particular effect was
studied by the authors in [10].

Basically, the algorithm that has been scruti-
nized might as well be used to increase the reso-
lution of the recording system up to the diffraction
optical resolution of the device in the case of

arbitrary dimensions of an image sensor pixel. If
half-width of a spectral line is greater than the
pixel width, then this method is found to be on a
losing side in terms of getting an appropriate re-
solving power. The applicability scope of this tech-
nique is strongly dependent upon the behavior of
the signal-to-noise ratio with an increase in the
signal space frequency.
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CyOnukcenbHasi perucTpanusi
H300paKeHuil CeKTPOB (POTOAUOTHBIMH
CTPYKTypamMu

A.Jl. Eropos, B. A. Eropos, C. A. Eropos

Pabora mocsitena BompocaM MOBBIIICHHS
paspemaroiiei cnocodHoct GoroMeTpa mnpu pe-
THCTpaLuK H300payKeHUH CIEKTPOB (POTOIOTHEI-
MU JTUHEHKaMH1 Ha SMUCCHOHHBIX CIIEKTPOMETPAX.
PaccmarpuBaercst ciryyaii, Korma paMep MuKcena
(hOTONMOAHON CTPYKTYPBI MPEBOCXOJHUT Pa3sMephl
ISITHA 3aMBITHS ONTHYECKoTo Tiprbopa. [TokazaHo,
YTO COYETaHHE MapaIIeTBHOTO Crocoda PerucT-
paium BceX ToYeK N300paKeHHsI C TI0CIIeI0BaTEb-
HBIM €T0 CMEII[CHHEM OTHOCUTEIIBHO PETUCTPUPY-
IOICH CTPYKTYpbI MO3BOJISIET 3apErUCTPHPOBATH
MOJIyYEeHHOE TakKuM 00pa3oM u3o0pakeHue 0e3
MOTEPH pa3peraroiei CioCOOHOCTH ONITHYECKON
4acTu nMpuoopa Mpu MPOU3BOIBHO OOJIBIIIOM MTHK-
celne JieTekTopa. 3agaya o0pabOTKU pe3ysabTaroB
MU3MEPEHUI CBOAUTCS K PEUIEHUIO HECOBMECTHOM
CUCTEMBI JIMHEHHBIX ypaBHeHull. IIpemnaraercs
ITOPUTM PEILCHHUS TIOTYUYEHHOH CUCTEMBI ypaB-
HEHUI U IPUBOASATCS PE3YBTATHI, HILTIOCTPUPYIO-
LIME ACUCTBUE ITOTO AJITOPUTMA.

CyomnikceJbHA peecTpanus
300pakeHb CNeKTPiB (POTOXIOAHUMU
CTPYKTypamMu

A. Jl. €ropos, B. A. €ropos, C. A. €Eropos

PoGoTa npucBsiueHa MUTAHHSIM MOKPALICHHS
PO3IUIBEHOI 31aTHOCTI (poTOMETpa MpH peecTpariii
300pakeHb CIEKTPiB JiHIHKaMu (HOTOAIOMNIB HA
eMiciiiHux horomeTpax. Po3misnaeTbcs BUMAIOK,
KON po3Mip mikcena (OTOAIONHOI CTPYKTYpH
MEPEBUIIYE PO3MIPH TUIIMU PO3MHUTOCTI ONTHY-
Horo npunany. [lokasaHo, 110 MOETHAHHS Mapa-
JISNIBHOTO CIOCO0Y peecTpallii ycix TO4OK 300pa-
JKEHHS 3 MOro MOCIIJOBHUM 3MIIIEHHAM BlJHOCHO
(hOTOTI0THOT CTPYKTYPHU JIO3BOJISIE 3aPCECTPYBATH
oJlepKaHe TAKMM YMHOM 300pakeHHs 0e3 BTpa-
TH PO3UTBHOI 3IATHOCTI ONTHYHOT YaCTHHU MTPH-
Jlaay 3a JIOBUTBHO BEJHMKOTO IMKCEIa JIETEKTOpa.
3amada 00poOKH pe3ysIbTaTiB BUMIPIOBAHHS 3BO-
JIUTHCSI 10 PO3B’sI3aHHS HECYMICHOI CHCTEMH
JHIHHUX PiBHAHB. [I[pONOHY€ETHCS aITOPUTM PO3-
B’sI3aHHS OJICP)KaHOT CUCTEMHU PIBHSHB Ta HAaBO-
JSITBCSL PEe3yJbTaTH, IO LTIOCTPYIOTH IO 1[OTO
AIITOPHUTMY.
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