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Here, the problems dealt with a survivability simulation of information systems under destabilizing elec-
tromagnetic effect have been considered. Proposed was the graph-analytic model of the information system and
the electromagnetic surrounding, which presumes its structure evolution by reconfiguring links between its parts.
A model complexity evaluation was carried out taking into account a cardinal number and an entropy. Such an
evaluation made it possible to allow for a variety of component parts included into the system. The quantitative
measure of model complexity has been obtained. It allowed us to evaluate a level of complexity of information
systems in the course of their reconfiguration or degradation as well as to develop methods for making the sys-
tem simpler and at the same time keeping safe their most essential features and characteristics.

A wide radiation spectrum reducing the stable band
operation of information system to a high degree is a
distinctive feature of high-power ultra-short pulse sig-
nals. Failure to maintain working capacity of such a
system often leads even if not to disastrous effects,
causes substantial economic losses. So, to provide effec-
tive operation of the system, it should be endowed with
certain survivability feature. Survivability of an infor-
mation system therewith implies a system feature which
is capable of compensating detrimental effects of inter-
nal and external actions on its proper operation, either
totally or partially, by using a structural organization
and an operative algorithm.

Hence, the system operating in real-scale time and
featuring survivability should be capable of localizing
failures of functional elements caused by their insuffi-
cient reliability and an ill environmental attack in case
the system functions in conditions different from speci-
fied. In doing so, the system should be capable of
changing its properties and characteristics to neutralize
effects of external actions as well as to influence on an
environment in an active manner for decreasing the ill
environmental attack to the system. At the same time
the system should provide a gradual degradation of
quality parameters of the system under operation with
invalid functional elements progressively added.

Survivability of information system can be pro-
vided by introduction therein different redundancy types
relative to a minimum configuration which is necessary
for the system operation.

It is obvious therewith that the information systems
are of survivability not only to external actions but to
internal ones either. The latter is dictated by insufficient
reliability of functional components and structure and
algorithm features of system operation. At the same time
the information system that displays the survival capabil-
ity should reveal the faulty functional components and
localize their failure effects in the system before it proves
to be in faulty state due to component defects.

The systems, which are best suited to achieving the
goal comprise as a part thereof functional diagnostic
means. In this case, there is no need to have time redun-
dancy and diagnostic software connected with interrup-
tion procedure for entry of testing commands and analy-
sis of results, i.e. when a system directly realizes the
operative algorithm prescribed to it. Irredundant infor-
mation systems contain a minimum apparatus needed
for the up system to perform the prescribed functions.
At the same time dynamic redundancy systems assume
that the apparatus being in a backup state is put into
operation only if it is necessary to replace the parts of
the system under operation in case they give rise to a
malfunction.

Accordingly, it is always possible to change both
the number of devices included in the system and the
links between them.

To evaluate such a change in the system complex-
ity level in its reconfiguring and taking decisions for a
transfer from one complexity level to another (evolution
of the system), it is necessary to have a complexity
quantitative criterion both for the system and for the
model reflecting the system adequately as a whole.
Thus, determination of complexity level is an important
and pressing problem without solving thereof it is im-
possible to elaborate the system reconfiguration meth-
ods for the aim of increasing its survivability and keep-
ing most essential features and characteristics.

Irrespective of a system type the complexity
should be proportionate to the scope of information
required for description of this system. One of the de-
scription methods reduces to evaluation of the number
of component the system involves and variety of inter-
connections there between. At the same time the models
representing survivability aspects of information system
can be best shown as graphic analytic multiple struc-
tures wherein nodes are the system elements and ribs
map a variety of connections there between. At that, the
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challenge formally arises of evaluating the graph com-
plexity. So, one should find the function:

C = f(nt,mk,p), (M

where

n — is a number of graph nodes;

t— is a type number of graph nodes;

m — is a number of ribs;

(p — is a number of rib types;

p— 1is a number of different graph degrees of vertexes.

This function should meet a set of conditions. One
of the conditions is that the range of function values
should coincide with a set of nonnegative numbers. At
the same time the function should increase monotoni-
cally depending on a number of nodes, ribs and their
type number. At that, one should consider that one undi-
rected edge is equal to any two directed edges. Besides,
the function should have a set variety measure of
information.

If we abstract from quality of component elements,
complexity C' is proposed to measure by the number of
its elements n and the element variety to take into ac-
count by the entropy formula used in statistical theory of
information. In doing so, it is assumed that probability

p; of occurrence the i element is determined by the
proportion:

bi = n/L / n,
where n, is a number of elements of the p — type,
which i element is related to. Based on it one pro-

poses the following quantitative measure of the graph
complexity:
¢

C = n[l— Z(nﬂ/n)-logg(nﬂ/n)], )

p=1
At that the following conditions should be met:
n=0 = (C=0;

m=0 =

t

C = n[l— Z(nﬂ/n)logQ(n#/n)J; 3)

pn=1

m=0 AN t=1 = (C=n

With the assumptions taken in view, the quantita-
tive measure of complexity of system (2) takes the fol-
lowing form:

C =n(1-H, — Hf, — H}), C))
where

Hiy =33 (n/n) logy (n, /n) -

entropy measure of the graph node names;

HY = Z;Zl(mg /m)-logy (mg /m) — diversity
entropy me measure of the graph rib names;

diversity

t
1y = 32 (0 /) ogs (/) -
entropy measure of the graph degree of vortexes.
Here n,, is a number of nodes of one name; mg is

diversity

i
a number of one type ribs; 7, is a number of nodes of

one degree.

The data analysis obtained as a result of the ex-
perimental approbation of the criterion allows us to con-
clude that the proposed quantitative complexity criterion
of the system graph model can be used both for the
complexity evaluation of system external operation
when one takes into account the number and diversity of
the system links with environment objects and for com-
parison of systems deteriorated (evolution takes place)
due to effect of ultra-short pulse signals.

BO3JIEVICTBUE YJIbTPAKOPOTKHUX
UMIIYJbCHBIX CUT'HAJIOB HA
KNBYYECTb UHOOPMALIMOHHBIX
CUCTEM
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PaccmarpuBaeTcss 3amada MOAENMPOBAHMS IKHUBYHUE-
CTH MH(POPMALMOHHBIX CHCTEM I10J] 1eCTaOHIM3UPYIOIINM
JJIEKTPOMArHUTHBIM Bo3nelcTBueM. [Ipemmoxkena rpado-
aHAINTHYECKass MOAENb HWH(MOPMAIMOHHOW CHCTEMBI H
3NIEKTPOMAarHUTHOTO OKpPY>KEHHsI, KOTOpas IpeAnonaraet
W3MEHEHHE CTPYKTYPhl MOJIEJIH IyTeM IepPEeKOH(pHUTIYPUPO-
BaHMs CBsi3ed Mexmy ee dacTaMu. OIeHKa CIOXKHOCTH
Mozenu OblTa MPOU3BEAEHA C yUeTOM KapAWHAIBHOIO YHC-
na u sHTponuH. [TogoGHas oleHKa MO3BOJISET IPUHATH BO
BHUMAaHHE pa3HOOOpa3ne COCTaBHBIX YacTel, BKIFOUCHHBIX
B cucteMy. [lomydeHa KonmdecTBEHHas Mepa CIOKHOCTH
Mozenu. DTO MO3BOJAET OLEHMBATh YPOBEHb CIO0XKHOCTH
HH(OPMAIIMOHHOI CHCTEMBI B XOZIe €€ MepeKOH(PUTYPHUpPO-
BaHMS WJIM JAETPAJAllMH, a TakKe Pa3BUBATh METOIBI YII-
POILEHUS] CHCTEMBI, COXpaHss MPU 3TOM Haubonee Cylle-
CTBEHHBIE €€ CBOICTBA U XapaKTEPUCTUKH.

BIIJINB YJIbBTPAKOPOTKHX
IMITYJIbCHUX CUI'HAJIIB HA
JKUBYYICTh IHOOPMAIIMHNAX
CUCTEM
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PosrasiHyTO 3amady MOAeNrOBaHHS KHBYYOCTI iH(DO-
pMaLiiHUX CHCTEM IIiJ AeCTaOili3yroYnM eNeKTPOMAarHiT-
HHM BIUIMBOM. 3alpONOHOBaHO Irpado-aHaTITHIHY MOJEIb
iH(pOpMaIiifHO CHCTEeMH Ta €JIEKTPOMAarHiTHOIO OTOYCHHS,
sIKa MPUITyCKae 3MiHy i CTPYKTYpH LUISIXOM MepeKoH(Iry-
pyBaHHs 3B’s3KiB MK 11 yacTrHamu. OLiHKa CKJIQJHOCTI
Mozeini Oyna MpoBeicHa 3 ypaxyBaHHSAM KapAHHAIBHOTO
giciaa Ta eHrpomii. Taka OIiHKa IO3BOJISIE MPUUHATH IO
yBaru pi3HOMaHITHICTh CKJIQJIOBUX YaCTHH, IO BKJIFOYEHI
1o cucremu. OTpUMaHO KUTBKICHY Mipy CKJIAQIHOCTI MOJe-
mi. lle mo3Bousie oLiHIOBATH PiBEHB CKIAAHOCTI iH(OpMa-
HiiHOI cucTeMu y xoxi ii nepekon¢irypyBanHs abo aerpa-
Janii, a TaKoXX PO3BHBATH METOIY CIPOIIECHHS CHCTEMH,
30epiraroun Ipu bOMY HaHOLIBII CYTTEBI i BIACTHBOCTI
Ta XapaKTePUCTHKH.
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